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Abstract - Loans make up significant part in bank 
profits. In a bank, amongst large number of loan 
applications, it can be lengthy and challenging to choose 
genuine and eligible applications to approve the loan, if 
the process is done manually. The system was developed 
using Python 3.7 & its libraries and Jupyter Notebook 
cross-platform Integrated Development Environment 
(IDE). The developed system uses the machine learning 
algorithms - Naïve Bayes, Support Vector Machine 
(SVM) and XGBoost (Extreme Gradient Boosting) 
individually to classify the loan applications to 
automatically choose genuine and eligible applications. 
Based on average bank balance of the period and 
financial background, the system approves the loan 
amount to the predicted applicants with good credit 
history. The system’s performance in predicting the 
credit worthiness of applicants was evaluated. Naive 
Bayes algorithm predicted the credit worthiness with 
79% accuracy, SVM algorithm with 81% and XGBoost 
algorithm with 84%.   
 
Keywords – credit worthiness, classification, ensemble, 
prediction, pre-processing. 
 

I.  INTRODUCTION 
The primary source of income for banks is interest from 
loans. Majority of banks’ profits are money generated from 
loans issued. Even when the bank approves the loan amount 
after a lengthy process of applicant’s testimonial gathering 
and verification, there is no guarantee that the chosen 
applicant will be genuine to the bank or not in repaying the 
outstanding amount. Bank workers manually verify the 
applicants’ documents before approving loans to eligible 
candidates. It takes a considerable amount of time to go 
through every applicant's documents. Due to personally 
scrutinising every detail, there is a possibility of human 
error and there is a chance that a loan could be approved to 

ineligible applicants or rejected to eligible applicants. 
Machine learning algorithms shall be used to process the 
loan applications to automatically choose genuine and 
eligible applications [1]. The entire process is simplified 
using machine learning and the system can foretell whether 
a loan applicant is secure or not and recommend or reject to 
approve the loan amount. Thus, the processing time will be 
reduced and more number of applications can be processed. 
And both bank employees and applicants will be more 
satisfied. By this way, for bankers as well as potential 
borrowers, loan prognostic is extremely beneficial. 
 

II. SYSTEM OVERVIEW 
The system was developed using Python 3.7 language and 
Jupyter Notebook cross-platform Integrated Development 
Environment (IDE). The system consists of reading the raw 
data, pre-processing the data and classification. The pre-
processed data are used for training and testing. The testing 
data are fed into the model for classification using the three 
machine learning algorithms - Naïve Bayes, SVM & 
XGBoost. The developed system divides the loan applicants 
into two groups based on their credit history as applicants 
with good credit history and bad credit history. Then based 
on average bank balance of the period and financial 
background, the loan amount is approved to applicants with 
good credit history. Decision tree algorithm is used to 
classify the applications [4]. The performance of the system 
is evaluated based on their accuracies. 
 

III. SYSTEM DESCRIPTION 
A. Software, Libraries and Dataset Used [3]: 
1. Python 3.7: Python is an interpreted, high-level general 

programming language. Its formatting is visually 
uncluttered and it uses English keywords. It provides a 
vast library for data mining and predictions[10].  

2. Jupyter Notebook: Jupyter Notebook is an open-source 
cross-platform IDE for scientific programming in the 
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Python language.  
3. NumPy: NumPy is used for building front-end part of 

the system.  
4. Pandas: Pandas is used for data pre-processing and 

statistical analysis of data.  
5. Matplotlib: Matplotlib is used for graphical 

representation and prediction. 
6. Seaborn: Seaborn provides a high level interface for 

drawing attractive and informative graphs.  
7. Kaggle: Kaggle is a data source provider for learning 

purpose.  
 

 
Fig. 1. Sample Data Set Used 

 

 
Fig. 2. Importing Libraries and Dataset 

 
B. Data Pre-processing 
Data pre-processing is an important step in creation of a 
machine-learning model [8].  The raw data may not be in 
the required format for the model, which can cause 
misleading outcomes. Data pre-processing deals with 
noises, duplicates and missing values in the dataset. It 
includes importing datasets, splitting datasets, attribute 
scaling and cleansing to improve the accuracy of the model 
[11].   
 

 
Fig. 3. Data Preprocessing 

 

 
Fig. 4. Data Visualisation 

 
C. Algorithms Used 
1. Naive Bayes Algorithm 
Naive Bayes is a probabilistic machine learning algorithm, 
commonly used for classification. Assumption of feature 
independence, equal importance of all features, 
representative training data and balanced class distribution 
assumed and poor performance with rare events are its 
features. 
In loan approval prediction, this algorithm fits a model on 
the training data using GaussianNB function from scikit 
learn library, makes predictions on the testing data using the 
predict() method and accuracy of the model is evaluated 
using accuracy_score() function. 
The dataset is pre-processed before fitting the model by 
dropping the Loan_ID column and converting categorical 
variables to numerical using label encoding. The pre-
processed data is then split into training and testing sets 
using the train_test_split() function from the scikit learn 
library. Overall, Naive Bayes is a powerful and efficient 
algorithm for classification problems and can be easily 
implemented using libraries like sklearn in Python.  
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Fig. 5. Naive Bayes Algorithm - Coding 

 
2. SVM Algorithm  
The SVM algorithm is a popular choice for solving 
classification problems in machine learning [5].  Its features 
are high variance & low bias, does not execute well when 
the data set has more noise, can only be applied to two-
dimensional data and computational complexity is high and 
time-consuming. 
It is used to predict the loan approval status of applicants [2] 
based on the attributes - Gender, Married, Education, 
Applicant_Income, Coapplicant_Income, Loan_Amount, 
Loan_Amount_Term, Credit_History and Property_Area. 
Before training, the dataset is pre-processed by converting 
categorical variables into numerical variables using label 
encoding or one-hot encoding techniques. The model can be 
deployed for loan approval prediction.  The applicants' data 
can be fed into the model and it will output their loan 
approval status.  
 

 
Fig. 6. SVM Algorithm - Coding 

 

 
Fig. 7. Output of SVM Algorithm 

 
3. XGBoost Algorithm 
XGBoost is a popular machine learning algorithm used for 
classification and regression tasks.  Built-in regularisation to 
prevent over-fitting, ensemble learning and several hyper 
parameters to optimise model performance are its features. 
It is used in loan approval prediction, because it is effective 
in handling complex, non-linear relationships in data and 
can handle missing values in data. 
Boosting is a technique that combines multiple weaker 
models into a stronger one. Boosting is used to improve the 
SVM algorithm's performance. The training set is used to 
train the XGBoost model by fit method and the testing by 
predict method is used to predict the loan approval status of 
the applicants.  

 
Fig.8. XGBoost Algorithm – Coding 

 
The purpose of classifier is to productively apply the system 
in processing the applications [6]. The system used 
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numerous ensemble strategies for multi-class classification 
as well as binary classification [7]. The system used the 
above three machine learning algorithms individually to 
determine the credit worthiness [9] of loan applicants. The 
algorithms automatically predict the credit worthiness of 
applicants by using their credit histories and financial 
background [12]. To get much better results ensemble 
learning techniques like Boosting (XGBoost algorithm) is 
used in the system. 
 

IV. SYSTEM EVALUATION 
To evaluate the system’s performance in predicting the 
credit worthiness of applicants and know how efficiently 
and accurately it works, it was tested on a dataset [13]. Two 
datasets - one for training and another for testing were 
collected from Kaggle, a data source provider for learning 
purpose. Naive Bayes algorithm predicted the credit 
worthiness with 79% accuracy, SVM algorithm with 81% 
accuracy and XGBoost algorithm with 84% accuracy.   
 

 
Fig. 9. Accuracy of Naïve Bayes Algorithm 

 

 
Fig. 10. Accuracy of SVM Algorithm 

 

 
Fig. 11. Accuracy of XGBoost Algorithm 

 
Table 1.  Accuracy Results 

No. Algorithm Accuracy 
1 Naive Bayes 79% 
2 SVM 81% 
3 XGBoost 84% 

 
V. CONCLUSION 

The developed system to predict credit worthiness in bank 
loan approval process satisfies bankers’ requirements. By 
boosting with SVM, it is possible to improve the accuracy 
and robustness of loan approval prediction models, thus 
reducing the risk of over-fitting. This system can be 
integrated with other modules of a banking management 
information system.  Mobile apps can also be developed for 
the prediction purpose. The system can be tested with many 
other datasets. The system need to be maintained 
periodically to incorporate new data or changes in the loan 
approval criteria.  
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